Credit Card Fraud Detection for imbalanced dataset

**Literature Review:**

Over the past years, predictive analytics approaches are gaining more and more popularities within fraud detection researches due to their powerful capabilities of extracting hidden information from large loads of data with decent accuracy[1].However, in credit card fraud situations, the number of positive (fraudulent) cases is much smaller than the number of negative cases which creates a problem of imbalanced classification, where one class is very much smaller than the other class. To tackle this situation a lot of research has been and is still being carried out where researchers are suggesting ways to improve fraud classification results by reducing the class imbalance in the training data.

One of the approaches implemented is to increase the number/proportion of positive(fraudulent) cases (oversampling) and the other is to reduce the number/proportion of negative cases (undersampling) [2,3,4]. Although undersampling can achieve certain results, it will result in some loss of hidden information from the missing negative cases, which would impact the classifiers performance. For these reasons, oversampling has become the current research focus for overcoming the problem of imbalance.

Al Majzoub *et al.* [5] proposed a method of synthesizing minority oversampling (SMOTE) for imbalanced classes. Recently , Yee *et al*. [6] used GAN to oversample credit card fraud and showed that, overall, it is better than the traditional SMOTE method. In 2018, Mohammed *et al*. studied the scalability of several Machine Learning algorithms when dealing with problems involving imbalanced datasets [7]. A hybrid balancing mechanism combining random under-sampling with borderline-2 synthetic minority over-sampling technique (SMOTE) worked satisfyingly well in the experiments described in the paper. In 2020 H.Tingfei *et al* implemented VAE (Variational Autoencoder) to perform oversampling which gave diverse samples of the minority class, yielding overall strong results[8]. In this research I will be comparing few of the different techniques and approaches to see which one suits the best for credit card fraud dataset.
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